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1 Introduction

There are three reasons why the normal distribution, which is also a continuous distribution,
deserves its own section and is not merely listed as yet another continuous distribution. Briefly
the motivation for wishing to study the normal distribution in detail can be summarised in these

three points:
e it provides a natural representation for many continuous random variables that arise in
the social (and other) sciences.
e it can provide a good approximation to the binomial distribution.
e many functions of interest in statistics deliver random variables which have distributions

closely approximated by the normal distribution.

Let’s look at a particular natural process, the weight of babies at birth. This is a continuous

random variable, but the following image shows a histogram of a discretised version.
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Figure 1: Baby birthweight distribution. Source: NHS

The key features of this distribution are:

e [t is has one bulk of probability in the centre, we sometimes call this unimodal.
e The more extreme the values, the less likely they are to occur.

e The distribution is approximately symmetric around the mean.

Other natural processes that have similar characteristics are; the height of males at a particular
age, the height of females at a particular age and blood pressure. Some technical processes also
deliver normal distributions. An example is the measurement errors of measurement instruments
(like astronomical observations). If you are interested you can read about the history of the

normal distribution in this article by Saul Stahl.

We shall see shortly that the normal distribution is defined by a particular probability density
function it is therefore appropriate (in the strict sense) for modelling continuous random vari-
ables. Not withstanding this, it is often the case that it provides an adequate approximation to
another distribution, even if the original distribution is discrete in nature, as we shall now see

in the case of a binomial random variable.

Further, the normal distribution plays a unique role in the theory of statistics, in particular
in statistical inference (which is discussed in a later section). It is without doubt the most
important distribution you will learn about. We introduce it here, and study its characteristics,

but you will encounter it many more times in this, and other, statistical or econometric courses.


https://digital.nhs.uk/data-and-information/publications/statistical/nhs-maternity-statistics/2019-20/births
https://www.maa.org/sites/default/files/pdf/upload_library/22/Allendoerfer/stahl96.pdf

1.1 The Normal distribution as an approximation to the Binomial distribu-
tion

Let us briefly explain what we mean by the ability of the normal distribution to approximate
other distributions. The binomial probability distribution encountered previously, monitoring
the total number of successes in n independent and identical Bernoulli experiments, is a very
important distribution. Indeed, this distribution was proposed as such by Jacob Bernoulli
(1654-1705) in about 1700. However as n becomes large, the Binomial distribution becomes
difficult to work with and several mathematicians sought approximations to it using various
limiting arguments. Following this line of enquiry two other important probability distributions
emerged; one was the Poisson distribution, due to the French mathematician Poisson (1781-
1840), and published in 1837. The other, is the normal distribution due to De Moivre (French,
1667-1754), but more commonly associated with the later German mathematician, Gauss (1777-
1855), and French mathematician, Laplace (1749-1827). Physicists and engineers often refer to
it as the Gaussian distribution. There a several pieces of evidence which suggest that the British

mathematician/statistician, Karl Pearson (1857-1936) coined the phrase normal distribution.

For the purpose of illustration we shall use the example of flipping a coin a number of times (n).
As we assume that our coin is fair this implies that the probability of success is 0.5, 7 = 0.5.
Let the random variable of interest be the proportion of times that a HEAD appears and let us
consider how this distribution changes as n increases:

e If n = 3, the possible proportions could be 0, 1/3, 2/3 or 1

e If n =5, the possible proportions could be 0, 1/5, 2/5, 3/5, 4/5 or 1

e If n = 10, the possible proportions could be 0, 1/10, 2/10, etc ...

The probability distributions, over such proportions (with = = 0.5), for n = 3, 5, 10 and 50, are
depicted in the following Figure.
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Figure 2: Binomial distributions for various sample sizes.

You can see that these distributions share all the properties listed above (unimodality or bell-
shape, symmetry and decreasing probability in the extremes), especially as the sample size
increases. At this stage it is not obvious why these proportions should be normally distributed

and why increasing the sample size should lead to more normal looking distributions.

Having motivated the normal distribution via this special approximation argument, let us now

investigate the fundamental mathematical properties of this bell-shape.

2 The Normal distribution

The normal distribution is characterised by a particular probability density function f(z), the

precise definition of which we shall divulge later. For the moment the important things to know

about this function are:

e it is bell-shaped

e it tails off to zero as x — £oo



e area under f(x) gives probability; i.e., Pr(a < X <) = f; f(z)dz.

The Normal density function has the classic bell shape which is shown here
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Figure 3: Probability density function of a normal distribution

The specific location and scale of the bell depend upon two parameters (real numbers) denoted
w and o (with ¢ > 0). p is the Greek letter "mu” (with English equivalent m) and o is the
Greek letter ”sigma” with (English equivalent s). Changing u relocates the density (shifting it
to the left or right) but leaving it’s scale and shape unaltered. Increasing o makes the density

fatter with a lower peak but fatter tails; such changes are illustrated here



The normal distribution’s pdf is defined by (you will not be expected to remember this formula

. unless you are planning to take econometrics classes):

1 )2
f(z) = 5 eXP<—($272'u)>, —o<r<oo; —oo<u<oo, o>0,
oV 2w o

and we say that a continuous random variable X has a normal distribution if and only if it
has pdf defined by f(x), above. Here, 7 is the number Pi = 3.14159... In shorthand, we write
X ~N (,u,az), meaning ‘X is normally distributed with location p and scale o’. However, a
perfectly acceptable alternative is to say ‘X is normally distributed with mean p and variance

o2’ for reasons which shall become clear in the next section.

Within these four normal distriutions above, the first one is an important special case of this
distribution arises when y = 0 and o = 1, yielding the standard normal density.

2.1 The standard normal density

If Z ~ N(0,1), then the pdf for Z is written

1

V2r

where ¢ is the Greek letter "phi”, equivalent to the English f. The pdf,¢ (2), is given a special

exp(—22/2), —oo < z < 00,

¢(2) =



symbol because it is used so often and merits distinction. And we would usually call the random
variable Z if it is standard normally distributed. Indeed, the standard normal density is used
to calculate probabilities associated with a normal distribution, even when p # 0 and/or o # 1

(see below).

3 The normal distribution as a model for data

Apart from its existence via various mathematical limiting arguments, the normal distribution
offers a way of approximating the distribution of many variables of interest in the social (and
other) sciences. For example, in the [[Probability_Conditional Exercises—conditional probabil-
ity exercises||, some statistics were provided from The Survey of British Births which recorded
the birth-weight of babies born to mothers who smoked and those who didn’t. The follow-
ing Figure 5, depicts the histogram of birth-weights for babies born to mothers who had never
smoked. Superimposed on top of that is normal density curve with parameters set at y = 3353.8
and o = 572.6.
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Figure 4: Histogram of birth weight distribution and normal approximation.

As can be seen, the fitted normal density does a reasonable job at tracing out the shape of
the histogram, as constructed from the data. (I will leave it as a matter of conjecture as to
whether the birth-weights of babies born to mothers who smoked are normal.) The nature

of the approximation here is that areas under the histogram record the relative frequency, or



proportion in the sample, of birth-weights lying in a given interval, whereas the area under the

normal density, over the same interval, gives the probability.

Let us now turn the question of calculating such probabilities associated with a normal distri-

bution.

4 Calculating probabilities

Since f(x) is a pdf, in order to obtain probabilities we need to think area underneath the pdf.
Mathematically we will have to integrate to calculate probabilities. Unfortunately, there is no
easy way to integrate ¢(z), let alone f(x). To help us, however, special (statistical) tables (or
computer packages such as EXCEL) provide probabilities about the standard normal random
variable Z ~ N(0,1) and they can be used to obtain probability statements about X ~ N (u, 0?).

To develop how this works in practice, we require some elementary properties of Z ~ N(0, 1).
4.1 A few elementary properties Z ~ N(0, 1)

Firstly, we introduce the cdf for Z, This functions is denoted ® (z), where ® is the upper case
Greek F', and is defined as follows:

O(z)=Pr(Z <2z2) = /_Z o(t)dt,

which is the area under ¢(.) up to the point z, with ¢(z) = d®(z)/dz. This is all as per the
general recipe for continuous probability distributions. Graphically the cdf has the typical shape
of a cdf.
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Figure 5: Cumulative density function of a standard normal distribution.



Due to the symmetry of ¢(z) around the value z = 0, it follows that:

®(0) = Pr(X < 0) =1/2

and, in general,

O(—z) = Pr(Z<—2)

= Pr(Z > z)
= 1-Pr(Z<2)
= 1—9(2).

The role of symmetry and calculation of probabilities as areas under ¢(z) is illustrated in the
following Figure. In the diagram on the left hand side, the area under ¢(z) is divided up into
two parts: the area to the left of 0 which is ®(0); and the area to the right of 0 which is 1 —®(0).
Both areas add up to 1.

On the right hand side you can see the two highlighted (in green) areas of the distribution’s
tails, ®(—a) and 1 — ®(a). You need to recall that ®(a) = Pr(—oo < Z < a) and that the high-
lighted area in the right hand tail represents Pr(a < Z < o0). As the entire area underneath
the probability is 1, this implies that the area is equivalent to 1 — ®(a). Due to symmetry, both
highlighted areas have the same size, say ®(—a) = 1 — ®(a).
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Figure 6: Symmetry of the distribution

4.2 Calculating probabilities when Z ~ N(0,1)

Armed with these properties we can now use the ”standard normal” table of probabilities. You

can download the table with values for ¢(z) from here. These are exactly the tables which you


http://eclr.humanities.manchester.ac.uk/images/3/30/NormalTable.pdf

will be expected to use in any examinations. You will find such tables in any statistics textbook

or you can look for them online.

The probabilities provided by this table are of the form Pr(Z < z) = ®(z), for values of
—00 < z < 00. In practice the tables rarely go beyond |z| = 3 as the probabilities in the tail
get very small. Also, some tables will only show 0 < z < oo as all other probabilities can be
deduced from the symmetry property. Therefore, you should be carfully check the value range

of z before you use the table.

For example, download and use the table mentioned above, you should understand Pr(Z < 0] =
0.5000.

Cumulative Area Under the Standard Normal Distribution
Example: P(2<-2.54) = 0.0055, P(Z>=-2.54) = 1 - P(2<-2.54) =0.9945
z | 0] 1 2 3 4 5 6 7 8 9
3.00[ 100013 00013 00013 00012 00012 00011 00011 00011 00010  0.0010
2.90| 100019 00018 00018 00017 00016 00016 00015 00015 00014  0.0014
2.80| 100026 00025 00024 00023 00023 00022 00021 00021 00020 00019
270| 100035 00034 00033 00032 00031 00030 00029 00028 00027  0.0026
-2.60| 100047 00045 00044 00043 00041 00040 00039 00038 00037  0.0036
250| 100062 00060 00059 00057 00055 00054 00052 00051 00049  0.0048
2.40| 100082 00080 00078 00075 00073 00071 0.0069  0.0068  0.0066  0.0064
230| 100107 00104 00102 00099 0009 00094 00091 00089  0.0087  0.0084
220) 100139 0013 00132 00129 00125 00122 00119 00116 00113 00110
210| 100179 00174 00170 00166 00162 00158 00154 00150 00146 00143
2.00( 100228 00222 00217 00212 00207 00202 00197 00192 00188 00183
-1.90| 100287 00281 00274 00268 00262 00256 00250 00244 00239 00233
-1.80| 100359 00351 00344 00336 00329 00322 00314 00307 00301 00294
-170| 100446 00436 00427 00418 00409 00401 00392 00384 00375 00367
-160| 100548 00537 00526 00516 00505 00495 00485 00475 00465  0.0455
-150| |0.0668 00655 00643 00630 00618 00606 00594 00582 00571  0.0559
-1.40| 100808 00793 00778 00764 00749 00735 00721 00708 00694  0.0681
-130| |0.0968 00951 00934 00918 00901 00885 00869 00853 00838 00823
120/ '01151 01131 01112 01093 01075  0.056 01038 01020  0.1003  0.0985
10| 101357 01335 01314 01292 01271 01251 0230 01210 01190 01170
1.00| 01587 01562 01539 01515 0.1492 0.1469 0.1446 01423 01401  0.1379
090 101841 01814 01788 01762 0736 01711 01685 01660 01635  0.1611
080 102119 02090 02061 02033 02005 01977 01949 01922 01894  0.867
070| 102420 02389 02358 02327 02296 02266 02236 02206 02177 02148
060| 102743 02709 02676 02643 02611 02578 02546 02514 02483  0.2451
050| 103085 03050 03015 02981 02946 02912 02877 02843 02810 02776
0.40| 103446 03409 03372 03336 03300 03264 03228 03192 03156 03121
030 103821 03783 03745 03707 03669 03632 03594 03557 03520  0.3483
0.20| 04207 04168 04129 04090 04052 04013 03974 03936 03897 03859
0.10| 04602 04562 04522 04483 04443  0.4404 04364 04325 04286 04247
000 $0.5000 04960 0.4920 04880 04840 04801 04761 0.4721 04681  0.4641
[[0.00 0.5040 05080 05120 05160 05199 05239 05279 05319  0.5359
0.10| 05398 05438 05478 05517 05557 05596  0.5636  0.5675 05714 05753
020 05793 05832 05871 05910 05948 05987 06026 0.6064 0.6103  0.6141
030| 06179 06217 06255 06293 06331 06368 0.6406 0.6443 06480 06517
040| 06554 06591 06628 06664 06700 0.6736  0.6772  0.6808  0.6844  0.6879
050| 06915 06950 06985 07019 07054 07088 07123 07157 07190 07224

10



You should also satisfy yourself that you understand the use of the table by verifying that,

Pr(Z < 0] = 0.5000; Pr(Z < 0.5) = 0.6915;
Pr(Z < 1.96) = 0.9750; Pr(Z >1)=Pr(Z < —1) = 0.1587, etc.

The calculation of the probability

Pr(—1.62 < Z <2.2) =Pr(Z < 2.2) — Pr(Z < —1.62)

is illustrated in the following Figure.

f(=)

The left hand diagram merely illustrates Pr(Z < 2.2). In the right hand diagram this is com-
bined with Pr(Z < —1.62) such that the difference between the two areas delivers Pr(—1.62 <
Z < 2.2). From the picture you cannot get the actual numerical results, but that you can get
from the table:

Pr(-1.62 < Z<22)=Pr(Z<22)—Pr(Z<-162)
= 0.9861 — 0.0526
= 0.9335

Example. Match the following probabilities to the pictures

O Pr(Z < —0.4)
O Pr(Z > 0.67)

O Pr(0.2 < Z < 1.85)

11



O Pr(|Z| > 1.96)

Example. Complete the following calculations from the normal distribution table:

O Pr(Z < —04) =
O Pr(Z >0.67)=1— =
O Pr(02<Z<185) =—=

O Pr(|Z| > 1.96) = 2«

SOLUTION:

O Pr(Z < —0.4) = 0.3446

O Pr(Z > 0.67) = 1 — 0.7486 = 0.2514

O Pr(0.2 < Z < 1.85) = 0.9678 — 0.5793 = 0.3885
O Pr(|Z] > 1.96) = 2 % 0.025 = 0.05

Example. Repeat the above four types of questions with random values

12



4.3 Calculating probabilities when X ~ N(u,0?).

Normal distributions can have any mean (u) and standard deviation (o). The case of = 0
and o = 1, the standard normal distribution (described in the previous section), is nothing but
a special case. If there are random variables which can be represented or approximated by a

normal distribution, then they are unlikely to be a standard normal distribution.

For instance, if you think about the height of adult males in the UK, then the average height is
likely to be something around 178cm (see Our World in Data for a discussion of Human height).

This is very different from 0. In fact the value 0 makes no sense for such a random variable.

This means that you will have to learn how to calculate probabilities for a random variable X
where X ~ N(p,0?) and 1 # 0 and ¢ # 1. Note that it is convention that we report N (mean,
variance), and not N(mean, standard deviation). Fortunately it is possible to translate any
probability problem for such a random variable X into a problem for a standard normal random

variable Z.

We can use the following results, which shall be stated without proof:

o If Z~ N(0,1), then X =0Z +pu ~ N(u,0?).
o If X ~ N (u,0?), then Z = X2 ~ N (0,1).

These two results allow us to translate any normally distributed random variable X (X ~

N(u,0?)) to a standard normally distributed random variable Z (X ~ N(0,1)) and vice versa.

f(x)

f(z)
X ~N(u, ?) Z ~N(0,1%)

For example, if Z ~ N (0,1), then X = 3Z +6 ~ N (6,9); and, if X ~ N (4,25), then
Z =24~ N(0,1).

These results allow us to translate a non-standard normal distribution to a standard normal
distribution and hence will enable us to use the standard normal probability table to solve

probability problems for all normal distributions. Let us illustrate how we translate problems
in X to problems in Z. Let’s say we wish to calculate Pr(a < X < b) where X ~ N(u,0?).

13


https://ourworldindata.org/human-height

Prla<X <b) = Pr(a—p<X —p<b—p) subtract u throughout

(X
(s

—H < b- M) ,divide through by othroughout

)

g

)22
- <b ) -e(222)

We thus find that Pr(a < X < b) = & (bTTM> — & (££), and the probabilities on the right

T o
b_
Pez< “), where Z ~ N (0,1)
A

= Z <

g

hand side are easily determined from Standard Normal Tables. The key of all these probability
calculations is to translate the problem into such a form that you only need probabilities of the
type @ (z) which you can get from the standard normal table. The following example illustrates

the procedure in practice:

Example. Let X ~ N(10,16), what is Pr(0 < X < 14) ¢
Here, i = 10,0 = 4,a = 0,b = 14; so, “=F = —2.5 and b?T” = 1. Therefore, the required
probability is:

Pr0<X<14) = Pr(0—10< X —10< 14 —10) subtract u = 10 throughout

0—10 —1() 14—10)
= 4

1 , divide through by o = 4 throughout

(0
"

B (0—10 14;10
"

S

> , where Z ~ N (0,1)

s 14_1O>—Pr<Z<0_410>
= Pr(z< Pr(Z< —2.5)

= @(1) -
= 0.8413 — 0.0062 = 0.835L1.

IN

The mechanics of this can perhaps be best illustrated using the following picture:

14



The two red shaded areas have the same size indicating that we can solve the problem posed in

X by using standard normal distribution tables for Z.

Example. Let X ~ N(—5,9), what are

O Pr(X < —1)
O Pr(X > 2)

O Pr(-3<X<1)

Use Mobius question ”Normal_Calculation_1”

Example. A fuel is to contain X% of a particular compound. Specifications call for X to be

between 30 and 35. The manufacturer makes a profit of Y pence per litre where

10, if 30<xz <35
Y=4¢5 if 25<x<30 or 35<xz<40

—10, otherwise.

If X ~ N(33,9), evaluate Pr(Y = 10), Pr (Y = —10) and, hence, Pr(Y =5).

15



Here, X ~ N (33,9); i.e., u =33 and 0 = 3. Now, since ngg ~ N(0,1):

Pr(Y =10) = Pr(30<X < 35)

30-33 X -33 35-33
= Pr < <

3 - 3 - 3

= Pr(Z<2/3)-Pr(Z<-1), where Z ~ N (0,1)
= ®(2/3) - (-1
= ®(0.67) —d(-1)
= 0.7486 — 0.1587
= 0.5899.

Similar calculations show that

Pr(Y =-10) = Pr({X <25}U{X > 40})
= 1-Pr(25< X <40)
L_p (P33 _ X33 _40-33
3 ~ 3 ~ 3
= 1-{2(7/3) - ©(-8/3)}
= 1-{®(2.33) — ®(—2.67)}
— 1-10.9901 + 0.0038
= 0.0137.

Thus, Pr (Y =5) =1 —0.5899 — 0.0137 = 0.3964.

5 Additional Resources

e Fairly formal information on the Normal distribution can be found on Wolfram MathWorld

and on Wikipedia

e Khan Academy: There is a range of clips on Khan Academy which are useful. This is the

first one.

e A clip which goes through a few examples of calculating normal probabilities using a Table

can be found here.

e How to use EXCEL to calculate probabilities is demonstrated here.
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http://mathworld.wolfram.com/NormalDistribution.html
http://en.wikipedia.org/wiki/Normal_distribution
https://www.khanacademy.org/math/probability/statistics-inferential/normal_distribution/v/introduction-to-the-normal-distribution
http://www.youtube.com/watch?v=Ps15UaIKQpU&feature=share&list=PLW7MJJThJQQs3djo1EL6KCRFeCa6wpfYY
http://www.youtube.com/watch?v=j27Dl-vV9do

